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# Abstract

Sign language recognition is a leap forward for helping deaf-mute people. In sign language, every sign has a meaning assigned to it, so that it becomes easy to understand and interpret by the people. The main primary objective of our project is to bridge the gap between the deaf and dumb people and ordinary people without the need of an intermediary translator. Gesture recognition is a computer based visual technique used to detect and identify the object in an image or video. An application of this gesture recognition technique involves translating the sign language into the American language which can be further understood and interpreted by normal people. Many researchers have proposed their systems for the implementation of the ASL system.

This report is a review of some studies related to the same topic. We addressed different approaches that used Convolutional Neural Networks (CNNs), K- Nearest Neighbors algorithm (KNN), Edge detection algorithm, Deep Neural Network (DNN), fuzzy clustering machine learning algorithm, Kernelized correlation filters (KCF) algorithm along with their results and drawbacks. Furthermore, we report on research gaps while summarizing these studies. From the above research papers, we got an average accuracy of 90.24%. To overcome the drawbacks, we propose a system which collects images for deep learning using webcam and OpenCV, with the help of TensorFlow Object Detection and Python that allows you to translate sign language in real time.
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INTRODUCTION

**1.Introduction**

Sign language (SL) is the basic means by which deaf and mute people communicate with the normal people. As normal people cannot understand the sign language used by dumb people, it is difficult to understand the message conveyed by the dumb/deaf people. Gesture recognition is a technology that uses sensors to read and interpret hand movements and translate them in the form of text which can be interpreted by the normal people.

Gestures are different movements employed in the communication process. Either the hand or the body makes gestures. Sign language uses gestures that typically use visually transmitted models. Gesture recognition is a computer-assisted visual technique that makes it possible to detect and identify an object in an image or video. An application of this gesture recognition technique implies translating the sign language into the American language which can be better understood and interpreted by normal people. Recognizing sign language is a step forward in helping people who are deaf-mute. In sign language, each sign has a meaning that is attributed to it, so that it becomes easy for the people to understand and interpret.

As there is need of a system which translate the sign language into text which is helpful for the normal people to understand. There is much need of such system to convey the message of deaf and dumb people. The current system which we generated is only based on hand gestures which will detect hand gesture and with the help of different algorithm interpret the text from the given sign.

* 1. Problem Statement & Objective

Sign language recognition is a leap forward for helping deaf-mute people. In sign language, every sign has a meaning assigned to it, so that it becomes easy to understand and interpret by the people. The main objective of our project is to bridge the gap between speech and the deaf and ordinary people.

We propose a system using Sign language recognition which can be implemented in the following way –

* Platforms used for conducting virtual meet.

Example- Google meetings, Zoom, etc.

* It can be implemented in an app which will perform the task of converting sign language spoken by the dumb and deaf people to language which can be understood by the normal people.
  1. Organization of the report

The rest of the report is structured as follows: Section 2 contains the literature survey wherein a summary of various papers for sign language recognition is mentioned along with their limitations and research gaps. In addition, we have mentioned the research gaps we will be working on, highlighting our contribution to the research area. Section 3 contains details of the proposed system as well as hardware and software requirements, results and experiments, conclusions and future work.

LITERATURE SURVEY

1. **Literature Survey**
   1. Survey of Existing Systems

Amrutha K et al. performed ML Based Sign Language Recognition System in which they use the technique of convex hull method for feature extraction and finally KNN with Euclidean Distance for classification. They made candidates sign in front of the camera in a controlled environment and with the help of the same created dataset for each gesture. This model that they created showed an accuracy of 65%. The model showed less performance when the distance between the camera and the object is not considerable. The detection and recognition were less when the hand was moved at a fast pace.

Soma Shrenika et al. performed two techniques (1) Performing pre-processing steps on the image, that is, convert the acquired image, which is in RGB model to gray scale image. (2) Track the edges by using canny edge detection algorithm. (3) Edge detection algorithm was used to detect the sign in the image. American Sign Language dataset has numbers labelled from zero to nine and alphabets from a to z. This data set has 70 samples for each of the 36 symbols. There are 70 samples for each symbol. The process includes removal of noise and other less important data and applying smoothing algorithm to image and displaying the sign alphabet for the given gesture. The features of ASL are all of right hand only. There is no provision for left hand.

Diksha Hatibaruah et al. used Convolutional Neural Networks (CNNs) to train the system and Histogram Back Projection technique for segmentation of images. To train the system, they have used Indian SL database, consisting of 26 alphabets along with 10 digits. After training they achieved testing accuracy of 99.89% and validation accuracy of 99.85%

Qinglian Yang et al. carried out a gesture recognition system based on the Deep Neural Network (DNN) and the Leap Motion controller. In this paper, a total of 2000 frames of each gesture were collected from each of the 5 volunteers. Dataset is divided in two sets Training and Testing where training set is 20000, and the testing set is 10000. The average precision rate can reach more than 98% at the end of the training. And after 10000 paces, the precision of the model is excellent with the loss function remained below 0. 1. The limitation is that here we used the Leap motion controller while the work might also have been done simply using a webcam or any other technique. The use of the controller adds to the total cost of the project.

Muthu Mariappan H et al. performed Training and prediction of hand gestures by applying fuzzy clustering machine learning algorithm. The Regions of Interest (ROI) are identified and tracked using the skin segmentation feature of OpenCV. The data samples were collected for 80 words and 50 sentences of everyday usage terms of ISL. The videos were recorded from ten volunteers of our collaborator school, using a digital camera. This sign language recognition system, for recognizing the words of Indian Sign Language has produced 75 % accuracy in gesture labelling.

Saransh Sharma et al. implemented a system in which Skin color detection has been done in YCbCr color space. They have used Haar Cascade Classifiers and LBPH recognizer for face detection andrecognition. A Database named SS100 has been created in which 6-10 images for each person has been stored, in total 100 images are stored. Each image has a different expression and postures. After the testing the model has accuracy of 95.2% and 92% in facial recognition. There are some limitations, which are needed to be addressed. Recognizing a greater number of gestures would be helpful for performing more tasks.

Hung-Yuan Chung performed Kernelized correlation filters (KCF) algorithm to track the detected Region of Interest and they have done Skin segmentation is with YCbCr to remove the unwanted background. For the dataset 800 images were collected for each hand gesture so a total of 4800 training images were used for the training model. The training data set can reach a recognition rate of 99.90%, and the test data set has a recognition rate of 95.61%. The system is limited to only 6 hand gestures.

Felix Zhan implemented a system in which he has used CNN classifier for dynamic hand gesture recognition and Spatio-temporal data augmentation techniques to get an additional 4000 images. The dataset used consisted of 500 images of 9 hand gestures using webcam to evaluate the model. This CNN classifier system showed an accuracy of 98.74% on the data set. The drawback of this system is that the dataset is limited to only 9 hand gestures.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Sr. No.** | **Study** | **Techniques** | **Dataset** | **Result** | **Drawbacks** |
| 1] | Amrutha K et al  (2021) | The convex hull method was used for feature extraction and finally KNN with Euclidean Distance for classification. | Candidate was made to sign in front of the camera in an  environment and with this dataset have been crated for each gesture. | The tested model showed an accuracy of 65%. The accuracy can be increased further. | The model showed less performance when the distance between the camera and the object is not considerable. The detection and recognition were less when the hand was moved at a fast pace. |
| 2] | Soma Shrenika et al  (2020) | 1. Performing pre-processing steps on the image, that is, convert the acquired image, which is in RGB model to Gray scale image.  2. Track the edges by using canny edge detection algorithm.  3. Edge detection algorithm was used to detect the sign in the image. | American Sign Language dataset has numbers labelled from zero to nine and alphabets from a to z. This data set has 70 samples for each of the 36 symbols. There are 70 samples for each symbol. | The process includes removal of noise and other less important data and applying smoothing algorithm to image and displaying the sign alphabet for the given gesture. | The features of ASL are all of right hand only. There is no provision for left hand. |
| 3] | Diksha Hatibaruah et al  (2020) | 1.Convolutional Neural Networks (CNNs) is used to train the system  2.Histogram Back Projection technique for segmentation of images | To train the system, we have used Indian SL database, consisting of 26 alphabets along with 10 digits | After training we find out the testing accuracy of 99.89% and validation accuracy of 99.85% | The limitation is that the background must be light with good lighting conditions. Also, Individual letters cannot be concatenated to form meaningful words. In addition, it is applicable only for static gestures. |
| 4] | Qinglian Yang et al  (2020) | Gesture recognition system based on Deep Neural Network (DNN) and Leap Motion controller | 1. In this paper, a total of 2000 frames of each gesture were collected from each of the 5 volunteers.  2. Dataset is divided in two sets Training and Testing where training set is 20000, and the testing set is 10000. | The average accuracy rate can basically reach more than 98% at the end of the training. And after 10,000 steps, the accuracy of the model is excellent with the loss function remained below 0. 1. | The limitation is that here we have used Leap motion controller whereas the work could have also been done by simply using a webcam or any other technique. The use of the controller increases the overall cost of the project. |
| 5] | Muthu Mariappan H et al  (2019) | 1. Training and prediction of hand gestures are performed by applying fuzzy clustering machine learning algorithm  2. The Regions of Interest (ROI) are identified and tracked using the skin segmentation feature of OpenCV | The data samples are collected for 80 words and 50 sentences of everyday usage terms of ISL. The videos are recorded from ten volunteers of our collaborator school, using a digital camera. | This sign language recognition system, for recognising the words of Indian Sign Language has produced 75 % accuracy in gesture labelling. | FCM is efficient, it requires more computation time than the others. |
| 6] | Saransh Sharma et al  (2019) | 1. Skin colour detection has been done in YCbCr colour space  2.Haar Cascade Classifiers and LBPH recognizer are being used for face detection and recognition | A Database named SS100 has been created in which 6-10 images for each person has been stored, in total 100 images are stored. Each image has a different expression and postures. | The model has accuracy of 95.2% and 92% in facial recognition | There are some limitations, which are needed to be addressed. Recognizing a greater number of gestures would be helpful for performing more tasks |
| 7] | Hung-Yuan Chung  (2019) | 1.Kernelized correlation filters (KCF) algorithm to track the detected Region of Interest.  2. Skin segmentation is done with YCbCr to remove the unwanted background. | 800 images were collected for each hand gesture so a total of 4800 training images were used for the training model. | The training data set can reach a recognition rate of 99.90%, and the test data set has a recognition rate of 95.61% | The system is limited to only 6 hand gestures |
| 8] | Felix Zhan  (2019) | 1.CNN classifier for dynamic hand gesture recognition  2.Spatio-temporal data augmentation techniques to get an additional 4000 images | 500 images of 9 hand gestures using webcam to evaluate the model. Each image is a 50x50 pixels. | 800 images were collected for each hand gesture so a total of 4800 training images were used for the training model . | The dataset is limited to 9 hand gesture only. |

Table 2.1. Summary of Studies Performed

* 1. Limitations of Existing System and Research Gaps

The systems discussed in the earlier section proved to be fruitful in their respective requirements. However, there are research gaps that we discuss in this section. Following are the limitations of the existing systems for fruit counting and detection.

* The detection and recognition were less when the hand was moved at a fast pace.
* Individual letters cannot be concatenated to form meaningful words
* The background must be light with good lighting conditions.
* The features of ASL are all of right hand only. There is no provision for left hand.
  1. Mini Project Contribution

This mini project is anticipating to contributing to the social field by proposing a solution for sign language recognition in video conference platforms. We have in view to work on implementing this system globally in video conference platforms which was not considered in earlier systems.

In addition to the above points, we also intend to train our system on images taken from different distances and every possible angle. The acquisition of images from varied distances will help us train the system on a variety of data and help us in ensuring adequate accuracy.

PROPOSED SYSTEM

1. **Proposed System**
   1. Introduction

* 1. Algorithm and Process Design

In this section we discuss the algorithm for the proposed system. The block diagram explains the process flow of the system and the process is explained below.

**Capturing Images; -**

import cv2 #opencv

import os

import time

import uuid

IMAGES\_PATH = 'Tensorflow/workspace/images/collectedimages'

labels =['a', 'b', 'c', 'd', 'e', 'f', 'g', 'h', 'i', 'j', 'k', 'l', 'm', 'n', 'o', 'p', 'q', 'r', 's', 't', 'u', 'v', 'w', 'x', 'y', 'z']

no\_images =15

for label in labels:

!mkdir {'Tensorflow\workspace\images\collectedimages\\'+label}

cap = cv2.VideoCapture(0)

print('Collecting iamges for {}'.format(label))

time.sleep(5)

for imgnum in range(no\_images):

ret, frame = cap.read()

imgname=os.path.join(IMAGES\_PATH, label, label+'.'+'{}.jpg'.format(str(uuid.uuid1())))

cv2.imwrite(imgname,frame)

cv2.imshow('frame', frame)

time.sleep(2)

if cv2.waitKey(1)&0xFF==ord('q'):

break

cap.release()

**Setup Paths: -**

WORKSPACE\_PATH = 'Tensorflow/workspace'

SCRIPTS\_PATH = 'Tensorflow/scripts'

APIMODEL\_PATH = 'Tensorflow/models'

ANNOTATION\_PATH = WORKSPACE\_PATH+'/annotations'

IMAGE\_PATH = WORKSPACE\_PATH+'/images'

MODEL\_PATH = WORKSPACE\_PATH+'/models'

PRETRAINED\_MODEL\_PATH = WORKSPACE\_PATH+'/pre-trained-models'

CONFIG\_PATH = MODEL\_PATH+'/my\_ssd\_mobnet/pipeline.config'

CHECKPOINT\_PATH = MODEL\_PATH+'/my\_ssd\_mobnet/'

**Creating label map: -**

labels = [

{'name':'a', 'id':1},

{'name':'b', 'id':2},

{'name':'c', 'id':3},

{'name':'d', 'id':4},

{'name':'e', 'id':5},

{'name':'f', 'id':6},

{'name':'g', 'id':7},

{'name':'h', 'id':8},

{'name':'i', 'id':9},

{'name':'j', 'id':10},

{'name':'k', 'id':11},

{'name':'l', 'id':12},

{'name':'m', 'id':13},

{'name':'n', 'id':14},

{'name':'o', 'id':15},

{'name':'p', 'id':16},

{'name':'q', 'id':17},

{'name':'r', 'id':18},

{'name':'s', 'id':19},

{'name':'t', 'id':20},

{'name':'u', 'id':21},

{'name':'v', 'id':22},

{'name':'w', 'id':23},

{'name':'x', 'id':24},

{'name':'y', 'id':25},

{'name':'z', 'id':26},

]

with open(ANNOTATION\_PATH + '\label\_map.pbtxt', 'w') as f:

for label in labels:

f.write('item { \n')

f.write('\tname:\'{}\'\n'.format(label['name']))

f.write('\tid:{}\n'.format(label['id']))

f.write('}\n')

**Creating TF-Records: -**

!python {SCRIPTS\_PATH + '/generate\_tfrecord.py'} -x {IMAGE\_PATH + '/train'} -l {ANNOTATION\_PATH + '/label\_map.pbtxt'} -o {ANNOTATION\_PATH + '/train.record'}

!python {SCRIPTS\_PATH + '/generate\_tfrecord.py'} -x{IMAGE\_PATH + '/test'} -l {ANNOTATION\_PATH + '/label\_map.pbtxt'} -o {ANNOTATION\_PATH + '/test.record'}

**Training the model: -**

print("""python {}/research/object\_detection/model\_main\_tf2.py --model\_dir={}/{} --pipeline\_config\_path={}/{}/pipeline.config --num\_train\_steps=10000""".format(APIMODEL\_PATH, MODEL\_PATH,CUSTOM\_MODEL\_NAME,MODEL\_PATH,CUSTOM\_MODEL\_NAME))

**Detect: -**

import cv2

import numpy as np

category\_index=label\_map\_util.create\_category\_index\_from\_labelmap(ANNOTATION\_PATH+'/label\_map.pbtxt')

cap.release()

* 1. Details of Hardware and Software Hardware:

The input of this system will be taken by the web-cam of the user’s Laptop Thus, the hardware component in this proposed system is the web-cam for image capturing as the input.

Software:

Table 3.1 lists the software requirements for the project.

Table 3.1. Software Requirements

|  |  |
| --- | --- |
| **Hardware** | Web-Cam, Laptop |
| **Coding Language** | Python |
| **Platform** | WebApp |
| **External Tools** | Open CV, Python libraries, TensorFlow(1.15.0), Keras(2.1.6), h5py(2.10.0), pycocotools |
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